1 Partiel

1) a) On a ya, = X2 —tr(M)X +det(M;) = X2 —2X +1 = (X —1)2, donc Sp(M;) = {1}, donc
1 est la seule valeur propre de My, il en découle que fi(w;) = wy, donc Myjw; = wy, done

() ()= (a)- ()

donc a = 2 et finalement w; = < est I'unique vecteur propre de la matrice M;, de la forme

(1>aveca€(c

On a wy = ( ) donc dete(wy,wq) = ’ é (1) ‘ = 1, donc la famille Q = (w;, ws) est une base de
1
2

2

C2.
On a @ =

0

1 et comme fi(wy) = wy et fi(w2) = fi(ea) = €1 +3e3 = wy + we, on a
11

T1 = matg(fl) = ( 01 )

b) M; est trigonalisable car toute matrice de My (C) est trigonalisable.

c¢) D’apreés la question I.1.a) on a mato(fy) = M et matg(fy) =Ty et Q; = P est la matrice de
passage de C' a €, d’aprés les formules de changement de base on a M; = Q:T1Q;" et notons que

o (1) (1)

2.a) On calcule yjr = (X — 1)3, pour le calcul on fait tout au début Poperation C; < C; — Cy
et on factorise par (X — 1). On fait opération L3 < L3 + L; pour faire apparaitre un nouveau
0 dans la premiére colonne. On a Sp(M) = {1}, il en découle que si M est diagonalisable alors
M = PAP™! avec P € GL3(C) et A = diag(1,1,1), donc M = I3, ce qui est contradictoire, donc
M n’est pas diagonalisable.

x
b) Soit X = | y | € C3, alors :
z
XeFE (M & MX=X
y=0
& r—2y+2=0
20 —Hy+22=0
1
& { y=0 sX=z| 0
z2=—x
-1
1
il en découle que le vecteur demandé est v; = 0
-1

1
eOnadety(?)=| 0
—1

S = O

0
0 | =130, donc ¥ est une base de C3.
1

1



1 00
c)OnaQ@ = 0 1 0 |.Comme v; =e; —e3, U3 = e9,03 = e3 on déduit e; = vy + v3,e9 =
01

-1
1 00 1 00 1 1 0
Vg, e3 =vg,parsuite @' = 0 1 0 |.Ilendécouleque@Q'M=| 0 1 0 1 -1 1
1 01 1 01 2 =5 3
1 1 0 1 0 00 1 1 0
1 —1 1 ],doncaussi Q7'MQ=| 1 1 1 1 0|=10 —-11
3 —4 3 3 —4 3 1 0 1 0 —
e Déduction : On remarque que Q 'MQ = (1) M, (1 0). Dans la question I.1.c),

on a prouvé que M; = QT1Q;", avec Q; = < ; (1) ) Qi = < _12 (1) ) et Ty = < é 1 ) I
1 L 1 0 L 00
en découle que Q'MQ = ( 0 OO ) Posons P, = ( 0 O ) = 8 ; (1] , ¢’est une
1 0 1 0 0
matrice par blocs inversible d’inverse P, = ( 1 ) =1 0 1 0 ].Onalecalcul suivant
0 @ 0 -2 1

de produit de matrices par blocs :

IR 1 0 1 L 1 O
r=rQ 1MQP1:(0 Q;l)(o Qﬂ@;l)(o Ql)

110
T:(éﬁ): 01 1
L 00 1

P

Autrement dit si on pose P = QP;,onal = P~'M P avec

Donc

nversible et T triangulaire supérieure.

1 00
Un calcule donne P= [ 0 1 0 | et P! = et on résume par :
1 21 —1 —2 1
1 00 110 1 0 0
M = 0 10 011 0 1 0
-1 2 1 0 01 1 -2 1

ce qui constitue une trigonalisation de M.

3) Deux matrices semblables ont le méme polyndme caractéristique; les valeurs propres d’une
matrice triangulaire sont les termes de la diagonale . Donc si A € M,,(C) est semblable a T € T,,(C)
, alors les termes diagonaux de T sont les valeurs propres de A

4) a) Par hypothése : j <i=s;; =1t;; =0 . Soit U = ST = (u; ;) : wij =D p_q Siktrj - 11> j
alors pour k <i:8,, =0etpour k>4, k> j=1,;=0doncu;; =0.

Donc ST € T,,(C) . Enfin si ¢ = j seul k¥ =i donne un terme non nul : u;; = s;,t;;

b) On prend S =T : T? € T,,(C) , de t. diagonaux (t;;)* . Par récurrence : si T? € T,,(C) , de t.
diagonaux (t;;)" , on prend S = TP d’ott T**' € T},(C) , de t. diagonaux (t;;)""" .



5) Soit A € M,(C) . D’aprés 2) , 3T € T,(C) , 3P € GL,(C) tq T = P7'AP . D’aprés 4) , les
termes diagonaux ti 1, ..., ¢, de T sont les valeurs propres Ay, ..., A\, de A . D’aprés 5) , les termes
diagonaux de 7" sont (/\1)k - ()\n)k; d’aprés 4) et TF = P71 A*P | ce sont les valeurs propres de
A* . Donc p(A¥) = max{‘()\i)k’ 1< < n} = (max {|\;] , 1 <i<n})F

Conclusion : p(A¥) = [/)(A)]k

6) VA € M,(C), ¢(A) existe et (A) >0; Y(A) =0 A=0,;VAe M, (C),VAeC, p(\A) =
IA[¥(A); VA, B € M,(C) , Y(A+ B) < ¢(A) +¢(B) : ¢ est une norme sur M, (C)
Soit U € M, (C) tq Vi, j, ui; =1:¢(U) =1, U* =nU donc Y(U?) = n et si n > 2 I'inégalité :
(U x U) <y(U) x (U) n’est pas vérifice , donc ¢ n’est pas une norme matricielle

7) La norme N et une norme matricielle ¢ sont équivalentes car M, (C) est un EV de dim finie .
Par définition : Jar, > 0tqg VA € M,(C), ap(A) < N(A) < Bp(A)
Alors VA, B € M,(C) , N(AB) < Bp(AB) < Bp(A)p(B) < 4 N(A)N(B)

8) Soit Vk , By = P1AuP et B= PYAP .k, By — B = P~'(Ay — A)P

Soit N une norme matricielle : 0 < N(By — B) < N(P7Y)N(Ay — A)N(P) d’ou : N(Ap — A) —
0gdk — 400 = N(B,—B) - 0qdk — 400

Réciproque : si (By,) CV vers B , alors (PByP~') CV vers PBP~! d’ou (4;) CV vers A

. Tk AE RN craral o) : :

9) a) Vk € N* T = 0 \k . A, de terme général a;; CV vers A si et seulement si

Vi, 7, hm a(k) = 0 . Donc la suite (Tk) converge si et seulement si les suites complexes ()\k) et
—too

(k;)\k 1 ) convergent. On va distinguer les divers cas possibles ensuite, on fera une synthése :
eSi |\ <1,

eil est connu que lim M\F = 0.
k—+o00

e Par ailleurs, on a aussi dans ce cas khm kA1 = 0, chose claire si A = 0, sinon 0 < |\| < 1, donc
—+o00

kN = kexp((k — 1)In|A]) — 0
k—+o0

eSi |A > 1 alors si on suppose que A¥ — /¢ forcément £ # 0 et on a aussi A¥1 — (. Comme
k——+o0 k——+o0

e L0, onalzkhm ’\f\zl—)\ donc A = 1.
—+00

oIl en découle que si |A\| = 1 et X # 1, la suite (A*) est divergente.

oIl reste le cas A = 1, pour lequel (A¥) converge si et seulement si (uuk) est convergente si et

seulement si p = 0.

eIl découle de cette analyse que la suite (A*) converge si et seulement si [A| < 1, pour lequel
lim A* = Oy, ou A =1 et u =0, pour lequel hm Ak = T,.

k—+o00

-1 A0 K ()"0 e K
b) 3P € GLy(C) tq P'AP =D = . Alors D" = | - Dapres 9) (A¥)
0 >\2 0 ()\2)

CV ssi (Dk) CV . Les cas de CV sont :

|Ai] <1 pouri=1cet?2 (limite 05)
Ni=1let |N\j| <1pouri#j
AM=X=1
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c) Si A n’est pas diagonalisable , nécéssairement ses valeurs propres sont égales . D’aprés 2) elle est
trigonalisable : 3P € GLy(C) tq P'AP =T = ( 6\ i > et u # 0 (sinon A serait diagonalisable)

. Donc d’aprés a) , la suite (T%) CV ssi |A| < 1 et dapres 9) , (A¥) CVssi (T%) CV . Ici p(A) = |A|
. Donc (AF) CV ssi p(A) < 1 et la limite est 0,

d) D’apres b) , si A est diagonalisable : (A*) CV vers 05 ssi (M| < 1et [\ < 1), ssip(A) <1.
En conclusion de b) et ¢) : (A¥) CV vers 0, ssi p(A) < 1

2 Partie 2

1) a) Posons Y = AX = (yi)1<i<n, donc pour tout i € [I,n], on a : y; = Zn:lai,j:cj .On a
iz

Vi, |oj] < Nuo(X), donc |y < (2;;1 |am~|> Noo(X) < MAN.o(X) done No(AX) < MoNo(X).

b) L’ application @4 : X — AX est une application linéaire de C" vers C" muni de la norme N

, donc elle est continue (dimension finie). Donc il existe une constante Cy tel que N(p4(X)) <

C4N(X) pour tout X € C". Donc VX € C*", N(AX) < CoN(X)

Une autre méthode est d’utiliser I’équivalence des normes. Notamment N et N, sont
équivalentes

donc il existe «, tel que aN < N < BN, donc N(AX) < AN (AX) <
0 BMsNL(X) < ZHAN(X)

c) VX #0, ]\]I\;é?()) < Cj4 . L’ensemble {]\]Iééﬁ()) , X eCr— {O}} est une partie non vide et majorée

de R donc admet une borne supérieure .

d) Cette borne sup est le plus petit majorant et C4 est un majorant donc N(A) < Cy . Dans le
cas de la norme N, , on peut prendre C'y = My donc : Noo(A) < My .

1 0
) Xo=| =1 | >GXo=| 3 |.Ona:Nyo(Xo) =1, Nuo(GXp) = 10 d'ont J=EZ = 10 =
1 10

Noo(G) > 10 . De plus Mg = 10 donc Noo(G) < 10 . Conclusion : No(G) = Mg = 10

NV, ly;l = 1= Nu(Y) =1. Soit Z =AY . Vi, |z| = )2;;1 aigyi| < S laigl < Ma

: B o : . . B
Si a;y; = 0 alors a;,;y;, = 0 = |a;, | , sinon a;, jy; = |ai, ;| car Yu € C ) Ufr = |u| . Donc

Zig = 2 iy \ai07j|~: My . Noo(Z) = My = J\]f\‘;’:(Ag)) — My = No(A) > My . En utilisant 1)d) on

peut conclure : Ny (A) = My
3)a) N(A) =0 VX #0, N(AX) =02 VX #0, AX =02VX, AX =0 A =0,

b) VX #£ 0, Y2AAX) _ ANEAX) < |\ N(A4) done N(AA) < |A| N(A)

N(X) N(X)
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c) SiA#0: N(A) = N(:AA) < [L| N(AA) = [\ N(A) < N(A\A) d'oi [A| N(A) = N(\A)
Si A =0 on a égalité car les 2 membres sont nuls .

d) VX #0, N[(A+ B)X] = N(AX + BX) < N(AX) + N(BX) = Mt < B0 20 <
N(A)+ N(B) donc N(A+ B) < N(A)+ N(B)

)

f) On déduit de al, ¢),d) que N est une norme sur M, (C) . De plus : VA, B € M,(C) , VX €
C", N(ABX) < N(A)N(BX) < N(A)N(B)N(X) d’oit : N(AB) < N(A)N(B)
Conclusion : N est une norme matricielle sur M, (C) (ce qui en prouve 'existence)

2 < N(A) = N(AX) < N(A)N(X) et si X = 0 les 2 membres sont nuls .

)

4)a) Soit A € Sp(A) et X un vecteur propre associé¢ : X # 0 et AX = \X = (?X) = |A| donc
IA| < N(A) . En particulier pour X telle que |A| = p(A) . Donc p(A) < N(A)

b)Si A=1,:p(A)=1et VX, AX = X donc N(A) =1: on a égalité .

c) Si A # 0, alors N (A)#0 d’apres 3)a) . Si de plus A est nilpotente , sa seule valeur propre est
0 donc p(A) =0et: p(A) < N(A)

d) Si (A*) converge vers 0, alors N(A*) = 0 qd k — +oo . [p(A)]F = p(A*) < N(A*) donc
[p(A))F = 0gd k — 400 . Dot : p(A) < 1.

5) a) On a m}; = a;3ym;;. On en déduit pour le cas indiqué : m;; = p'pImi; = pIimy;

b) Soit X = (z;) € C", alors ||[DX|3 = Z | )?|x]? < (p(D))?| X |3. T en découle que || D, <

p(D). Soit j € [1,n] tel que p(A) = |\, et XO € C" tel que Vi € [1,n], (Xo); = 0;; On a || Xo|| =1
et [|DXofl = || = p(D)

c) Pour tout A€ Cet X, Y € C", on a :

esi ||.X| o =0 alors QX = 0 et comme () est inversible on a X = 0.

o[ X + Yo = QX + V)| = |QX + QY| < [|QX[| + |QY ]| = [ XIlo + Y]l
o [MXllg = AQX] = AIQXI = Al Xlle

6)
a) Comme A € M, (C) , on a A est trigonalisable, donc il existe 7' triangulaire supérieure et P
inversible tel que A = PTP~!. Les )\, sont les valeurs propres de A.

b) Le terme général que T), est t,;; = p'~t;;, donc :
Sii>jonatm-j:().
Sii=jonaty =\
Sii<jonaty =t;p"? — 0, quand p — 400 puisque i — j < 0
Donc lim 7, =A
p——+o00
c) Par définition de la limite il existe py € N tel que pour tout p > pg, on a : ||T, — Al < e. En
particulier pour m = pg, on a : ||T,, — Al|2 < €, donc :

[Tonllz = 1Al < ([T — All2 <&
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Compte tenu de [|A|l; = p(A) = p(A), on a alors :
[Tnll2 < €+ p(A)

soit :
IDmT D 2 < €+ p(A)

d) On a T = P7'AP, donc le résultat de ¢) ci-dessus donne :

1 A
1D, P APD; | < e+ p(a) = A

Posons Q = D,, P~1. Tl vient : [|A]lq < 24,

1+’;(A), alors 7 < 1 Donc hI_El 7 =0 Or d’aprés d) et compte tenu du fait que ||
p—>+00

est une norme matricielle, on a pour tout p € N* :

e) Posons 7 =

I47le < (IAlle)” < 7% =0

quand p tends vers +oo.

Conclusion : lim AP =0
p——+00

1
k

7) a) De l'inégalité vue en 5) on déduit pour k € N* : p(A4) < [N(Ak)}

b)Comme A € M,,(C), elle est trigonalisable, donc

)\1 ke e %
0

A=pP| : p-!
0 0 A\

ol P est une matrice inversible. Il en résulte que :

a)\l * “ e PRI >|<
0 . . :
aAd=P| : . .. .. = | P!
*
0 0 a\,

On en déduit que :

plaA) = max{|a|/k € [1,n]}
|| max{|Ae|/k € [1,n]}
= |alp(4)



c¢) On prend a = m (> 0) et on applique a) : p(A.) = ap(A) = p(’)x}rs <lcare>0

D’aprés la question I1.6.e), et compte tenu de p(A.) < 1, on a khrf (A)F = 0, donc k. tq
—+o0

Vi > ko, N((A)F) < 1. (A)F = o¥4F = N ((A)F) = o*N(A*) Donc o*N(4AF) < 1 =

N(4¥) < (p(4) +e)*

d) Vk > k., p(A) < [ (Ak)] < p(A) + € : c’est la définition de lim [ (Ak)] F o = p(A).

k—+o0

)

3 Partie 3

1)A:(8 (1))vériﬁeAZO,A;éOmaispasA>O

2) a) Soit U = AA'; V = BB’ . Vi,j ,u; = Zaika;”; Vi = szkbk] Par hypothése :
Vi,j, 0<a;; <bjjet0<aj; <b; doneVi,j, 0<u”<vu 0<AA’<BB’

b) On prend A’ = A et B’ = B et on procéde par récurrence .

c) Rappelons que NOO(A) = My .Or Vi, Z la; ;| = Z a;; < Z b;; d’olt en passant au sup :
J=1 7j=1

My < Mg donc Noo(A) < Noo(B)

=
=

d) D’aprés b) et ¢) : Vk, 0 < AF < BF = Noo(A%) < Noo(B*) = [N (A’“)}
en passant a la limite : p(A) < p(B)

[]VOO(Bk)} don

e) Par hyp : Vi, 5,0 <a;; <b;; .51 A#0, ,soit c = Squ{le} . On a un nombre fini de termes

tous strictement inférieurs & 1 et non tous nuls donc ¢ < 1 et ¢ > 0. Si A = 0, tout ¢ €]0,1]
convient . Vi , a;; < cb; ; donc A < cB

D’aprés d) et II)6)b) p( ) < ¢p(B) . Enfin B admet au moins une valeur propre non nulle car
Tr(B) = > bi; > 0 et Tr(B) est la somme des valeurs propres de B . Donc p(B) > 0 et ¢ < 1 donc

i=1
cp(B) < p(B) et en conclusion : p(A) < p(B)

3) Soit Ve C"tq Vi, v; = 1. AV = aV donc a € Sp(4) (et @ > 0) . On en déduit que :
a < p(A) . Pour cette matrlce ona: My =«aetdaprés I1)2) : N (A) = My = «; d’apres 11 4)a)
p(A) < Noo(A) donc : Noo(A) = p(A) = a

4) Si a = 0 l'inégalité a < p(A) est évidente . Si > 0, on a Vi Z bij = = Z =aB
vérifie les hypothéses de 3) donc p(B) = « . De plus Vi ] , 0 < b < a” donc O_ < B < Aet
d’apres 2)d) : p(B) < p(A) . Donc a < p(A) et & = min E a; j. Finalement, d’aprés II)4)a), on

<i<n
1<e j=

—_—

a p(A) < No(A) =My et My = 1max Z la; j| = max Za”

1<i<n



5) Soit U = ADQC : VZ,j y Uiy = TjQ4 5 Soit V = D;lU : VZ,‘] y Uiy = ziium- = z—jam. AetV
sont semblables donc p(A) = p(V) . Notons Y = AX : Y v;; = = 3 xja;; = % donc d’apres la
:1 7 J:l K3

j
question 4) : min; £ < p(V) < max; £ d’ou : min, % < p(A) < max;

(AX);
z;

6) Si X est vecteur propre strictement positif de A : AX = AX et on peut appliquer 5) : Vi , % =
Adonc A < p(A) < Adonc A = p(A); les ensembles {min,- AX): X > O} et {ma'xi (Af)i , X > O}

T

admettent p(A) pour respectivement maximum et minimum .



